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Abstract—Deep learning methods use neural networks that try to discover patterns within the image without human 

intervention and to learn that. One of the most popular algorithms in this field is the convolutional neural network 

algorithm. This algorithm uses several layers to receive the input image and process it so that the class label can be 

found. These layers are mostly based on Neural Networks. This research aims to provide a model of neural-fuzzy, based 

on convolutional neural network algorithm. In this research, we use the positive advantages of deep learning methods 

and fuzzy inference systems and present a new model of their application to Classify authorized and unauthorized 

Persons. For this purpose, we designed new neural-fuzzy layers to pass the image through them and finally classify each 

image. The results of the implementation of the above model show the efficiency and success of this system. 
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I. INTRODUCTION 

The human sense of sight is incredibly advanced. 

With the help of this sense, we can recognize objects in 

a fraction of a second without hesitation and just say 

their names. We can also recognize features such as the 

color or dimensions of objects and distinguish them 

from the background. Our eyes receive color data and 

our brain converts that data into meaningful basic 

information, such as lines of curves or shapes, and this 

is how we realize what we are looking at now [1]. 

Nerve neurons are the basis for the formation of the 

human sense of sight. Certain neurons are responsible 

for receiving raw information from the human eye. 

This raw information enters the visual cortex of the 

brain after the preprocessing stage for final analysis. In 

general, neurons are solely responsible for performing 

this operation [2]. Therefore, this can be a good 

motivation for researchers to try to upgrade neural 

networks to achieve better results in the field of system 

vision. 

The increasing demand for data organization and 

analysis is mostly due to the abundance of raw data 

generated by users on social networks and other data 

sources. Not all data generated is linear, so perceptron 

single layer neural networks or linear classifiers, as 

they are widely known, cannot be used to classify these 

data. We do not need to use any hidden layers when 

dealing with linearly separable data. In other cases, a 

hidden layer can usually be used to solve the problem. 

Also, in some limited cases it may be necessary to use 

two hidden layers. But in this case, we need a large 

number of random initializations or other methods to 

perform general optimization [3]. 

Deep learning is one of the trends in artificial 

intelligence that uses multilayer perceptron networks. 

Deep learning architecture is a convenient way to 

extract features that can be used for specific purposes 

such as classification, regression, information retrieval, 

speech recognition, visual object recognition, object 

recognition, and many other areas such as drug 

discovery or genetics. 

One of the most common methods of deep learning 

is the convolutional neural network method. The 

architecture of convolutional neural networks is 

designed to take advantage of the two-dimensional 

structure of an image or any other two-dimensional 

input such as a speech signal. There are generally four 

key ideas about using convulsive neural networks. 

These four ideas are local connectivity, shared weights, 

alliances, and the use of multiple layers. Another 

advantage of using these networks is that they can be 

taught more easily than fully connected neural 

networks because they have fewer parameters [4]. 

These days importance of security is obviously 

clear to everyone and many researchers or technicians 

try to develop systems to increase the security level. 

These systems can be applied to sensitive politic or 

military areas or even smart home etc. [5 and 6]. That 

was our motivation to design a model which uses deep 

learning concepts to take part in the domain. As it is 

described later, our model uses fuzzy logic to be a more 

flexible and reliable model. 

In this research, in our designed model, the input 

image passes through different layers of a 

convolutional neural network to estimate the 

classification of the image, but some of these layers 

have adapted the concepts of fuzzy inference systems 

to take advantage of this logic. Therefore, the final 

model is a neural-fuzzy model with the ability to 

classify face images and thus distinguish between 

authorized and unauthorized people. 

Rest of the paper describe literature review in 

which background and concepts are explained, Our 

proposed method and theoretical basis and explanation 

of its novelty are next, and finally we show 

implementation results and analyze them. 

II. LITERATURE REVIEW 

Image classification is defined as the task of 

classifying images into a specific category and is 

considered a fundamental problem in computer vision 

and forms the basis of other computer vision tasks such 

as location, detection, and segmentation. Although this 

task can be considered secondary to human nature, it 

poses a greater challenge for an automated system. 

Some of its complexities include perspective-based 

subject diversity and class diversity due to the large 

variety of topics [7]. Previously, a two-step approach 

was used to solve categorization problems. Artificial 

features were first extracted from the image using 

feature extractors and then used as input for a teachable 

classifier. The main drawback of this approach was the 

accuracy of the classification task, which strongly 

depended on the design of the feature extraction stage 

and was usually considered a difficult task [8]. 

Deep learning models use multiple layers in 

nonlinear information processing to extract and 

transfer features and therefore pattern analysis and 

classification can overcome these challenges. Among 

these models, convolutional neural networks [9] have 

become a leading architecture for most image 

recognition, categorization, and recognition tasks [4]. 

Deep convolutional neural networks, despite initial 

success, have received more and more attention as a 

result of the deep learning renaissance [10] and [11]. 

And even with the advent of GPUs, Better algorithms 

of this attention also increased [12] and [13]. 

The most significant development that drew 

particular attention to classification task using 

convolutional neural networks was the 2012 Large-

Scale Imaging Image Network (ILSRVC) Challenge 

[14], which was won by Convolutional neural networks 

used to categorize approximately 1.2 million images 

per 1000 categories, breaking previous records. Since 

then, convolutional neural networks have dominated 

subsequent versions of the ILSVRC, particularly the 

image classification section [15]. 

In addition, some advances in the following aspects 

of convolutional neural networks have been 
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implemented in recent years. Some of these aspects 

are: 1- Network architecture [16-18]; 2- Nonlinear 

activation capabilities [19] and [20]; 3- Components of 

monitoring [21] and [22]; 4- Adjustment mechanisms 

[22]; In addition, some of the open challenges, such as 

the size of the model and the slowness of the 

calculations and the attractive exploration of hostile 

specimens, have led researchers to pay more attention 

to image categorization with convolutional neural 

networks [23]. 

In addition, several general review studies in the 

field of deep learning have reviewed deep learning for 

visual perception, recent advances in convolutional 

neural networks, and the classification of convolutional 

neural networks for computer vision tasks [24-26]. 

III. CONVOLUTIONAL NEURAL NETWORK 

ARCHITECTURE 

Convolutional neural networks are forward networks. 

There are several versions of convolutional neural 

network architecture; however, they all have 

convolutional and pooling layers that are grouped into 

modules. One or more fully connected layers, like a 

standard feedforward neural network, are placed after 

these modules. The modules are usually stacked to 

form a deep model. The following figure shows the 

typical architecture of convolutional neural networks to 

perform a face image classification task [27] and [28]. 

A. Convolutional layer 

Convolutional layers act as feature extractors and 
thus learn the properties of their input images. Neurons 
are arranged in convolutional layers in feature maps. 
Each neuron in a feature map has an impact field that 
connects to a neighborhood of neurons in the previous 
layer through a set of measurable weights called a filter 
bank. Inputs are intertwined with learning weights to 
compute a new feature map and then the results of 
convolution operations are sent via the nonlinear 
activation feature. All neurons in a feature map have 
equivalent weights; however, different feature maps in 
a convolutional layer have different weights so that 
several features can be extracted at each location [4] and 
[8]. The output feature map is calculated as follows: 

𝑌𝑘 = 𝑓(𝑊𝑘 × 𝑥) 

Where the input image is indicated by x; the 
convolutional filter associated with the km feature map 
is indicated by Wk; the multiplication sign in this text 
refers to a two-dimensional convolution operator that is 
used to calculate the internal multiplication of the filter 
model at each location in the input image, and f 
represents the nonlinear activation function [29]. 
Nonlinear activation functions allow the extraction of 
nonlinear properties. Hyperbolic and sigmoid tangent 
functions have been used in the past, but more recently, 
single-fusion linear units have been used, the popularity 
and success of which have led to a field of research 
focusing on the development and application of new 
activation functions of convolutional neural networks to 
improve performance [4] and [30]. 

B. Pooling layer 

The purpose of pooling layers is to reduce the spatial 

resolution of feature maps [31]. Early on, it was 

common to use mean pooling layers to propagate the 

average of all input values of a small neighborhood 

from one image to the next. However, newer models use 

maximum pooling layers to propagate the maximum 

values in one field of impact to the next layer. The 

Maximum Pooling selects the largest element in each 

field of influence in such a way that: 

𝑌𝑘𝑖𝑗 = 𝑀𝐴𝑋 ( 𝑥𝑘𝑝𝑞 ) , ((𝑝, 𝑞) ∈ ℝ𝑖,𝑗) 

Where the output of the pooling operation 

corresponding to the kth of the feature map is shown 

with Ykij, and Xkpq shows the element in location (p, q) 

in the pooling area ℝi, j that places an impact field 

around that position [32]. The following figure shows 

the difference between the maximum alliance and the 

mean alliance. As the image size is 4× 4, if a 2 × 2 filter 

is applied, the maximum pooling outputs are the 

maximum values in each 2× 2 region, while the average 

pooling outputs are the correct values of the average 

rotation in each region of the sample. 

 

 

Figure 1.  A view of Convolutional Neural Networks 

 

Figure 2.  Two different types of Pooling 

C. Fully connected layers 

During the processing process, several cohesive and 
convolutional layers are superimposed on each other to 
extract more abstract features from the image by 
moving through the network. The fully connected 
layers that follow these layers interpret these properties 
and perform high-level reasoning capabilities. The 
standard task in categorization problems is to use the 
Softmax operator at the end of a convolutional neural 
network [12] and [15].  

D. Learning 

Convolutional neural networks generally use 
learning algorithms to adjust their parameters (biases 
and weights) to achieve the desired output in the 
network. The most common algorithm used for this 
purpose is post-publishing. The gradient post-diffusion 
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algorithm calculates an objective function (also known 
as cost, loss, or performance) to determine how to adjust 
the parameters of a network to minimize performance-
related errors. A common problem in convolutional 
neural network training is over-adaptation, which is a 
poor performance in the experimental set after network 
training in a large or small training set. This affects the 
model's ability to generalize to unseen data and is an 
important challenge for convolutional neural networks 
that can be reduced by adjusting [33] and [34]. 

IV. PROPOSED METHOD 

The proposed model developed in this research, like any 
other convolutional neural network, has four general 
layers as follows. To better convey the concept, each 
layer will be explained separately and then a description 
of the final model will be provided. 

A. Fuzzy Convolutional layer 

If in the simplest case we assume the input image to 
be a 7 by 7 matrix, the purpose of this layer is to 
combine adjacent pixels with each other in the hope that 
firstly it reduces the size of the image and secondly, to 
gather their information in a single pixel because 
adjacent pixels do not have much different information. 
For this purpose, it is necessary to slide another small 
matrix called the property vector, like a window, onto 
the input image, aggregating the information at each 
step, and finally reducing the size of the input matrix. 
For example, if we consider the feature vector 3 by 3, 
the image obtained from this step will have dimensions 
of 5 by 5 [35] and [36]. This problem is shown in the 
figure below. 

In fact, what happens here is that the values in the 
feature vector play a major role in how the adjacent 
pixels are aggregated, how useful or unhelpful the 
information is, and in fact one of the steps in network 
learning is to update these values so that they can 
transmit better information, but the main question is 
whether the existing information is best combined and 
useful information is obtained by performing 
multiplication and addition operations. If one or more 
pixels for any reason have unreal values or noise, do 
multiplying these values and aggregating them lead to 
the transfer of noise from one step to the next? Suppose 
a pixel with the actual value of 10 is changed to 50 for 
some reason, such as noise. Now, do multiplying this 
value by the values in the property vector lead to a 
further increase in current noise (for example, 50 × 2 = 
100)? 

The numerous questions, some of which were raised 
above, were an incentive to find a model that could 
overcome the existing problems and limitations as 
much as possible and be successful in many cases where 
we face uncertainty. It is natural that wherever the issue 
of managing and controlling uncertainty is raised, the 
first and most effective approach that comes to mind is 
to use the concepts of fuzzy logic, because this concept 
is basically designed and predicted for this purpose. In 
a fuzzy set, unlike non-fuzzy sets, the boundary 
between a member's membership or non-membership is 
a gradual boundary. So while a member can be a 
member of the set, it can also be a member of another 
set.  

In the model proposed in this research, we used a 
fuzzy inference system instead of a non-fuzzy property 
vector that merely multiplies and aggregates pixels. The 
goal of this system is to find the most important pixel 
that contains the most information. Since it is necessary 
to map the multi-pixel set property vector to a final 
numeric output value, we decided to use a Sugino fuzzy 
inference system. Therefore, in the new model, the 
numbers in the attribute vector are practically no longer 
coefficients and act as a degree of membership.  

 

Figure 3.  Operations performed in the convolutional layer 

Because in the Sugino fuzzy system, the sequence 
of rules is defined as a non-fuzzy function, there is a 
great deal of flexibility in defining the function in such 
a way that on the one hand all the input pixels are 
included in the calculation and on the other hand the 
effect of Or, reduce some incompatible pixels (for 
example due to noise). In this step, we used the 
weighted average to calculate the final answer. In this 
case, each pixel has its share in the formation of output 
pixels without any prejudice and judgment, but 
incompatible pixels have no choice but to dissolve in 
the average of other pixels and thus have little effect 
during the process. Therefore, it can be hoped that after 
passing the image through several layers, the remaining 
information is only useful and original information that 
can play a key role in classification. Obviously, after 
deducting each rule, the Sugino system summarizes the 
result of the rules by performing a weighted average to 
arrive at a final number. 

 If we assume that the feature vector of a matrix is 4 
by 4, the system rules will be as follows. 

1-  IF p1 is a1,1 AND p2 is a1,2 AND p3 is a1,3 
AND p4 is a1,4 THEN z=avg(a1,1,a1,2,a1,3,a1,4) 

2- IF p1 is a2,1 AND p2 is a2,2 AND p3 is a2,3 
AND p4 is a2,4 THEN z=avg(a2,1,a2,2,a2,3,a2,4) 

3- IF p1 is a3,1 AND p2 is a3,2 AND p3 is a3,3 
AND p4 is a3,4 THEN z=avg(a3,1,a3,2,a3,3,a3,4) 

4- IF p1 is a4,1 AND p2 is a4,2 AND p3 is a4,3 
AND p4 is a4,4 THEN z=avg(a4,1,a4,2,a4,3,a4,4) 

In the above rules, pis (i = 1,…, 4) are the pixels in 
question from the input image, ai, j (i = 1,…, 4 and j = 
1,…,) are fuzzy sets that are matrices 4 in 4 attributes 
practically indicate the membership of each pixel to 
each of these fuzzy sets. Z is also a function that 
calculates the average pixels of the input image.  

B. Fuzzy ReLU layer 

The rectified linear unit layer cannot be considered 
an independent layer alone. In fact, this layer 
complements the tasks of the previous layer. As 
mentioned earlier, the purpose of this layer is to increase 
the nonlinearity of the image. In fact, images are all 
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non-linear naturally, a nd this non-linearity allows us to 
see and understand them, for example, lines, borders or 
color changes in images help us to recognize those 
images [35]. Despite the fact that the main purpose is to 
strengthen and increase the non-linearity of the image, 
what is done in practice expresses this issue accurately 
and completely, and in fact the function of this layer can 
be simply to eliminate negative pixels and convert it. 
The pixels are set to 0, and virtually nothing happens to 
the input image in this circle except for this change. Is 
it enough to just delete the negative pixels? Do pixels 
that themselves are the result of merging several pixels 
in the previous step, and now at this stage may have 
very close values due to the nature of the merger, 
necessarily convey a common knowledge? Is this 
process really reinforcing the nonlinearity of the input 
image? 

For non-negative pixels, the rectified unit linear 
layer does not make any modifications or changes to 
this input image and directs the same input to the output. 
So in fact this layer does nothing for images containing 
non-negative pixels. The function on which this layer 
operates is shown below. 

The idea presented in this layer is that instead of 
using the above diagram, fuzzy membership functions 
can be used. Fuzzy systems have several membership 
functions, such as bell, Gaussian, trapezoidal, 
triangular, and so on. By studying these fuzzy 
membership functions, we found the closest 
membership function to the above diagram, which was 
the S-shaped function. The image below is an example 
showing the S-shaped membership function.  

The above proposed function, on the other hand, 
performs the main task of this layer well, which is to 
remove the negative pixels and replace them with 0, and 
in this respect it has no defects compared to the original 
model, but since it is a linear diagram with a slope of 45 
Grade is not can also be effective in amplifying the 
pixels because it actually makes bold values bolder and 
lighter colors lighter so that the image is more non-
linear and the knowledge gained from the previous step 
can be better. Reflect on the next step.  

C. Fuzzy Pooling layer 

This layer, as mentioned before, is responsible for 
selecting the main pixel that can contain the maximum 
knowledge. In fact, the goal of this layer is to reduce the 
size of the input image to include the least amount of 
knowledge loss. So, in this layer, in a specific 
neighborhood of the input image, the pixel containing 
the highest value goes to the next step and the other 
pixels are removed. But the important point here is 

 

Figure 4.  ReLU Function 

 

Figure 5.  Fuzzy ReLU Function 

does deleting other pixels mean lack of knowledge 

in them? Is there a scientifically significant difference 

between two pixels that have values of 0.018 and 0.019, 

for example? Due to its nature, this layer only selects 

only one pixel with the maximum value, and in the 

above example, assuming that the other pixels in the 

neighborhood under study have less values of 0.019; it 

deletes all those pixels and only the maximum pixel 

moves to the next stage. 

Some methods recommend the mean alliance 

method instead of the maximum alliance method to 

solve this problem and make the most of the knowledge 

entered into this layer. In this case, instead of selecting 

one pixel in each neighborhood and deleting the other 

pixels, the average of all the pixels is selected and 

transferred as the output pixel to the next layer. But the 

important point is that the average is not necessarily a 

good way to do this.  

Obviously, the best-case scenario could be an 

intermediate case that is not as rigid as the maximum 

pooling method and takes into account other pixels. 

Thus, this motivated us to find a solution in which we 

could hope that while all pixels played a role in 

determining the amount of output pixels, the pixel with 

the highest value would have the least effect with pixels 

that did not contain much knowledge. . 

The proposed method for this layer is to examine 

how much each pixel has an impact on each neighbor's 

set, and to calculate the average weight of all pixels 

based on the effect of each pixel, or in other words 
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based on the degr ee of membership of each pixel. . In 

this case, each pixel plays a role in determining the final 

pixel as much as it does (more or less) because the value 

of pixels containing higher knowledge is not supposed 

to be the same as pixels containing lower knowledge. 

Therefore, first the sum of numbers in each 

neighborhood is calculated and then it is determined 

what percentage of each pixel played a role in creating 

this set. Then, the percentage of the role of each pixel is 

transferred to the range of zero to one and it is viewed 

as a membership. Then the same degree of membership 

is used as the weight in calculating the weighted 

average.  

V. IMPLEMENTATION 

In order to be able to implement and test the proposed 

layers, we implemented a hypothetical model of layers 

as follows: 

 

Figure 6.  Fig.  1 Proposed Method 

TABLE I.  PROPOSED METHOD 

Layer 

Number 

Layer 

Name 

Input 

Dimensions 

Output 

Dimensions 

1 

Fuzzy 

Convolut

ional 

80     × 80 76     × 76 

2 
Fuzzy 

ReLU 
76     × 76 76     × 76 

3 
Fuzzy 

Pooling 
76     × 76 38     × 38 

4 

Fuzzy 

Convolut

ional 

38     × 38 34     × 34 

5 
Fuzzy 

ReLU 
34     × 34 34     × 34 

6 
Fuzzy 

Pooling 
34     × 34 17     × 17 

7 

Fully 

Connect

ed 

17     × 1 No. Of Classes 

The above algorithm is implemented in a computer 

system with a 2.7 GHz core i7 processor and 16 GB of 

RAM. Also, in terms of software, the operating system 

of this computer is Windows 10 and the algorithm has 

been implemented in MATLAB 2018b software. 

We also used some different databases shown in 

table below to test our model. As our goal is to classify 

authorized and unauthorized persons, we randomly 

divided each database into two equal parts, giving one 

part an authorized and the other an unauthorized label. 

VI. RESULTS AND ANALYSIS 

After implementing the model, we calculated the 

accuracy to determine whether it is working properly or 

not. For this purpose, we ran the algorithm and 

calculated the ratio of the number of correct estimates 

to the total data. The following table shows the results 

of algorithm implementations with different databases. 

TABLE II.  USED DATABASES 

 

Row Name No. Of 

Samples 

No. Of 

Classes 

1 Faces94 3059 153 

2 Faces95 1440 72 

3 Faces96 3016 152 

4 LFW 13233 5749 

TABLE III.  TABLE 1 IMPLEMENTATION RESULTS 

Database LFW Faces94 Faces95 Faces96 

1 99.20 100.00 98.97 78.91 

2 99.23 99.51 98.97 79.91 

3 98.97 99.67 98.97 79.58 

4 99.31 100.00 98.90 79.97 

5 99.12 100.00 98.95 79.84 

6 98.95 99.67 98.96 79.74 

7 99.31 100.00 98.93 79.08 

8 99.15 100.00 98.90 79.84 

9 99.20 99.84 98.97 79.54 

10 98.97 100.00 98.97 79.84 

TABLE IV.  MEAN AND STANDARD DEVIATION OF 

IMPLEMENTATION RESULTS 

Database Mean and standard 

deviation 

Faces94 99.98 ± 0.19 

Faces95 98.95 ± 0.03 

Faces96 79.63 ± 0.36 

LFW 99.04 ± 0.39 

Obviously, the average alone is not a sufficient 

criterion for judgment, so it is necessary to calculate the 

standard deviation along with the average in order to 

have a better view of the results. The table below shows 

the mean and standard deviation of the proposed 

method on each database. 

Despite the above results seem to be acceptable, we 

decided to compare these results to FaceNet method. 

FaceNet is one of the uses of face recognition based on 

deep learning. This method is a fairly new method, 

introduced by Googleresearches in 2015, using Deep 

Convolutional Network method [38 and 39]. 

Table below shows the comparison of our proposed 

method to two types of pretrained models were taken 

from CASIA-WebFace [40] and VGGFace2 [41]. 

In order to be able to display the accuracy of the 

algorithm visually, we also drew the confusion matrix 

in the form of an image each time we run it. 

The following image also shows the error diagram 

(training data error and test data error) in one of the 

algorithm implementations with the Faces95 database. 

In this image, the error reduction status while running 

the program is quite obvious. 

 

 

 

TABLE V.  TABLE 2 COMPARISON OF OUR MODEL TO 

EXISTING MODELS 
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Database Our method VGGFace2 CASIA-

WebFace 

Faces94 99.98 ± 0.19 99.37 99.37 

Faces95 98.95 ± 0.03 100 99.65 

Faces96 79.63 ± 0.36 77.67 76.86 

LFW 99.04 ± 0.39 99.05 99.05 

 

Figure 7.  Confusion Matrix 

 

Figure 8.  Train and Teas errors 

Due to time and hardware constraints, the proposed 

model was implemented only on a few instances of the 

databases. The selection of these databases was based 

on the number of samples as well as the number of 

classes, and an attempt was made to select databases 

that were acceptable in terms of both the number of 

samples and the number of classes. The results show 

that our Fuzzy model is a very good and reliable 

classifier on these datasets exactly when we compare 

our model to FaceNet model. As explained above, using 

fuzzy logic in the layers gives us more strength to face 

mistaken values or noisy pixels. 

It should be explained that fine tuning of the parameters 

is not discussed in this paper and can be a motivation 

for other researchers to work on this part.  

 

 

VII. COCLUSION 

In this research, relying on the strengths of 

convolutional neural networks algorithm and fuzzy 

infer ence systems, a new model was presented to be 

able to recognize people's faces in images and classify 

those images. The use of fuzzy inference systems 

helped to make convolutional neural networks more 

flexible and, as a result, better transfer knowledge from 

one layer to another. As it is known in the algorithm of 

convolutional neural networks, the input image, passing 

through each layer, inevitably loses some of its 

information and enters the next layer. Therefore, it can 

be stated that practically the power of classification has 

a direct relationship with how to choose the pixels that 

are going to go to the next step and the pixels that are 

going to be deleted. Therefore, it seems that choosing 

the desired pixels to go to the next layer is complete; 

Determine a fuzzy inference system, considering all the 

pixels in the neighborhood. The obtained results show 

that this method can be a successful and acceptable 

method. 
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